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Continuous monitoring of complex dynamic systems for the purposes of anoinaly or fault detection is an
increasingly itnportant issue indiverse areas such as nuclear and chemical plants, manufacturing processes,
commnunications networks and biomed ical health monitoring. We have recently developed a novel appraoch
to problemns of this nature by combining patternrecognition methods with fillitc-state hidden Markov inodels.
This approach has general applicabilily to continuous online monitoring of dynamic systeins, with particular
potential for applications to onboard monitoring of sensor signals in ground and air vehicles since it s
extremcly reliable and is computationally very simple to itnpleient.  Several recent papers arc available
which describe both theoretical and practical implemnentation details [1, 2, 3, 4].

Standard methods for fault detection in dynamic systeins have largely relied inthe past on two 1nain
approaches: control-theoretic methods and heuristic. knowledge-based methods. The c.olltrerl-theoretic ap-
proach presumes the existence of an accurate andreliable mathematical system nodel: frequently in practical
applications nosuchmodel exists. Kuowledge based mncthods presuimne the existence of a domain expert,
which is often not the case: furthermore such nethods are typically not suited for dealing with time-varying
systems with feedback.

An alternative approach which has been proposed inrecent years is based onpattern recognition ideas;
a classification model is trained on systein data to discriminate between normal and abnorinal conditions.
Sine.c the modcl adapts to the data fromn the systen, very little prior knowledge is required, inaking the
method very attractive for many practical situations. However, the characteristics of the system which are
used as inputs to the classifier (known as the “features” in pattern recoguition jargon) can typically be quite
noisy (such as features derived from a typical motor current signal in an electro-mecl anical system). This
can trandate into fluctuations inthe decisions of the classifier, resulting inanunacceptably large false alarm
ratc over Lime.

Inrccent work at J P’ we have developed a novel systemn which “sinooths™ such classification estimates
over time using the formalism of hidden Markov models.  Hidden Markov models have been used with
significant success in speech recognition applications for somne thme; however it is only with our recent work
that their general applicability to continuous monitoring has been recognised. Briefly, the systemn is assumed
to follow a Markov trgjectory interins of transiting between norinal and abuorinal states. The hidden aspect
of theproblem arises ducto the fact that these states arc not directly observable: only the symptoms (such
as scnsor time series data) can be directly observed. Hence, the problein is to infer the most likely sequence
of system states given the symplom data



Jn particular, the sampled sensor data is divided into windows over time and from cach window a vector
of signal paramnciers is extracted this data preprocessing step introduces some invariance and robustness
with respect to noise. For a given tiine window, the estimated signal parameter vector provides the input
for a standard classification], model (we usc both kernel density estiiators and feedforward neural networks)
which in turn produces an instantancous estimate of the probability of the systein’s state (conditioned on
the particular input). The role of the M arkov model is to integrate these probability estiinates over tine
by combining the present state estimate with past state estimates. The hidden Markov model framework
provides anelegant theoretical basis to achieve this: essentially it allows therecovery of themost likely
scquence Of states given the symptom data up to timne f. Inpractice, its most obvious effect is to dramatically
reduce the false aarm rate by several orders of magnitude comnparedto notl using any integration over time.
The parameters of the hidden Markov model can be shownto be directly related tothe overall mcan thine
between failure of the systemn and hence can be estimated from prior knowledge of system failure rates. The
classification part of the model can be trained using systein data which has been obtained inadvance for
this purpose.

We have inplemented such a systeimn for online fault detectioninJP1’s Deep Space Network large ground
antennas (34mand 70111 dishes) using samnpled data signals such as motor currents, position encoders, and
tachometer readings. Signal parameters such as standard deviations and fitted autorcgressive coeflicients arc
estimated every 4 scconds (an eflective downsamnpling by a factor of 200 from the original sensor sampling
rate of 5011 z). In various field trials of the systematthe Goldstone DSN cornplex in California, the model has
yet to produce a single false alarin and has detected al faults within 8 scconds of occu rrence: by comparison,
the more standard non-Markov inethodnakes incorrect decisions more than 16% of the time on average
(hardware faults are switched into the systemn in a controlled manner during these tests). The Markov aspect
of the model makes the systemn operationally practical. The success of the method has resulted in a JP1,
engineering decision that al siew 1 SN antennas will be designed with sue]] a Markov monitoring component
built-in. The system will result in a significant reduction in the time spent by DSN operators troubleshooting
antenna problems, clue toitsability to quickly and accurately detect, systeimnabnormalitics.
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